Visualization and Formalization of User Constraints for Tight Estimation of Worst-Case Execution Time

Jong-In LEE†a, Member, Ho-Jung BANG†, Tai-Hyo KIM†, and Sung-Deok CHA††, Nonmembers

SUMMARY Automated static timing analysis methods provide a safe but usually overestimated worst-case execution time (WCET) due to infeasible execution paths. In this paper, we propose a visual language, User Constraint Language (UCL), to obtain a tight WCET estimation. UCL provides intuitive visual notations with which users can easily specify various levels of flow information to characterize valid execution paths of a program. The user constraints specified in UCL are translated into finite automata. The combined automaton, constructed by a cross-production of the automata for program and user constraints, reflects the static structure and possible dynamic behavior of the program. It contains only the execution paths satisfying user constraints. A case study using part of a software program for satellite flight demonstrates the effectiveness of UCL and our approach.
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1. Introduction

Correctness of real-time embedded software not only depends on the logical correctness of the computation but also upon the time at which the results are produced. A prerequisite for temporal validation is knowledge about the upper bounds of the execution time of all time-critical tasks in the system. Static analysis estimates WCET by examining all possible execution paths and calculating the worst execution time among these paths without executing software [1]–[5]. Current methods, however, have a limitation in that they usually overestimate the WCET since they cannot fully identify the infeasible execution paths. They may also overestimate WCET if unrealistic environmental assumptions (e.g., maximum input data rate, input data pattern, or exception handling) are not fully considered. As such information cannot be automatically extracted from the program code, users need to provide additional flow information such as loop bounds or information on infeasible paths by annotating program codes [6]–[8]. However, existing annotation languages are not expressive enough to fully specify infeasible paths of programs. Furthermore, they are difficult to understand.

This paper proposes a new flow representation language called User Constraint Language (UCL). It is an automata-based graphical language that provides intuitive and visual notations to characterize the dynamic behavior of a program. It is expressive enough to specify complex-flow information which is difficult to specify in existing languages. User constraints specified in UCL are converted into corresponding finite automata. They are combined with the automaton representing a control flow graph (CFG) of the target program through cross production. It is also neutral to back-end calculation methods, so it can be applied to the path-based [4] or Implicit Path Enumeration Technique (IPET)-based static WCET calculation method [9].

The organization of this paper is as follows. Section 2 identifies the flow information used to exclude infeasible or impractical paths and surveys flow information representation languages. Section 3 describes notations of UCL with examples illustrating their usage followed by a comparison with other languages. Section 4 presents the formal syntax and semantics of UCL, and describes a translation scheme to convert UCL formulas into finite automata. Consistency checking of UCL specifications is also described. Section 5 briefly explains how the proposed approach can be applied to a static WCET analysis framework and presents the results of an experiment using satellite flight software to demonstrate the effectiveness of our method and UCL in obtaining a tight WCET estimation. Finally, Sect. 6 gives our conclusion and outlines our future research plan.

2. Flow Information and Representation Languages

When performing static WCET analysis, all possible execution paths have to be determined and the execution time of each basic block must be accurately estimated. The set of structurally possible execution paths may be infinite if loops can be taken an arbitrary number of times. Bounding all loops with some upper bounds makes it finite. Annotation flow information, such as dependency between statements, narrows the set of feasible paths [10]–[12]. Figure 1 shows a sample program and its CFG. However, there are types of flow information that must be provided by the user. An impractical path is the execution path that is semantically impossible in a program code but actually unrealistic if the constraints on the environment under which the target system operates are fully considered. For example, the execution time of real-time embedded software depends on the amount or type of external input. Handling of an exception may require all the remaining input data be dis-
carded, which also influences execution paths. The constraints on impractical paths can be extracted from the system documents, and they need to be specified as additional flow information. Code annotation languages can be implemented as an extension to programming language syntax or as simple compiler directives [6], [13]. Park [14] introduced a flow information representation language called Information Description Language (IDL). In IDL, both program path and user information are represented as a regular expression of statement labels. The constraint that basic block B5 in Fig. 1 cannot be executed more than once can be specified in IDL as ‘execute B5 [0, 1] times inside L’. The constraint that bound of while loop L is 10 can be specified as ‘loop L [1, 10] times’. IDL has a limitation in specifying the constraint related to the iteration of loops or causal dependency between them.

Engblom and Ermedahl [5] introduced a flow information representation language called Flow Fact Language (FFL) to specify flow information for the IPET-based calculation method. Users specify flow information in terms of execution counts of basic blocks. For example, the constraint that the basic block B5 cannot be executed more than once is specified in FFL as ‘foo : [ ] : xB5 ≤ 1’. The constraint that the bound of while loop L is 10 can be specified as ‘foo : [ ] : xK2 ≤ 11’. A context specifier ‘[]’ means that the fact is considered as a sum over all iterations of the defining scope. FFL has clear and precise semantics to specify complicated user flow information. However, it is difficult to specify the path constraints on execution order among basic blocks in terms of execution counts of basic blocks. It also has a limitation in specifying a combined constraint such as ‘execution of basic block A or B must be followed by execution of basic block C’ because FFL does not directly support the Boolean operation OR.

3. User Constraint Language

UCL is a formal and graphical language to specify user constraints. In designing UCL, we consider intuitiveness, expressiveness, and ease of analysis as criteria. For intuitiveness, UCL employs visual notations. For expressiveness, it specifies constraints of causal dependency, sequence, cardinality, and iteration. It supports a logical combination of them, too. Users can specify both static and dynamic flow information in UCL to eliminate infeasible or impractical paths. For ease of analysis, UCL is not closely connected to a particular back-end calculation method of static WCET analysis.

In Fig. 2, trigger block and triggered block correspond to the cause and effect parts of a dependency relation, which are located within the start- and end-of-constraint marks. Trigger block is not required for an unconditional constraint. OR-join, AND-join, OR-fork, or AND-fork notations are used to represent a logical combination among trigger and/or triggered blocks. Cardinality is the number of times a basic block is executed in a loop. Scope is a part of CFG whose basic blocks are connected, where user constraints are effective. Functions and loops are default scopes, while users can also define a scope. For explanation purposes, we also define several textual notations: causal relation using ‘\(leadsto\)’, execution sequence of basic blocks by ‘\(\cdot\)’, and negation by ‘\(\neg\)’. \(A(n)\) denotes a basic block \(A\) with cardinality \(n\); \(A(\mathcal{H}_i)\) means that the basic block \(A\) is executed at the \(i\)-th iteration of the enclosing loop whose header is \(h\).

Figure 3 illustrates UCL notations to specify user constraints in a CFG, followed by a comparison with corresponding specifications in FFL and IDL. UCL constraints 1) and 2) show two causal dependencies that the execution of \(D\) triggers the execution of \(G\), and that the execution of \(E\) should not be followed by the execution of \(G\). UCL constraint 3) illustrates an OR-join causal dependency that if \(L\) or \(R\) is executed, then \(X\) should be executed later. UCL constraint 4) shows an AND-join causal dependency that when both \(M\) and \(T\) are executed, then \(Y\) should be executed later. UCL constraint 5) illustrates a sequence constraint that when two basic blocks \(R\) and \(S\) are executed in sequence, then \(T\) should be executed later. Note that the execution of \(S\) may not be followed immediately by the exe-
cution of $T$. UCL constraint 6) shows a cardinality constraint that the bound of loop $L1$ is $m - 1$. UCL constraint 7) shows an iteration constraint that $L$ is executed at the first iteration of loop $L1$.

As shown in the table below, FFL cannot express the causal dependency `$L \lor R \leadsto X$' as 'scope : $\langle \rangle$' since both $L$ and $R$ can be executed more than once. The causal dependency `$M \land T \leadsto Y$' cannot be specified as 'scope : $\langle \rangle$' because the execution counts of $M$ and $T$ may be greater than one. FFL cannot specify the sequence dependency `$R \cdot S \leadsto T$', either.

IDL cannot specify the iteration constraints or the dependenc between execution counts of basic blocks. Both FFL and IDL cannot fully support the causal dependencies between basic blocks in different scopes. We will exemplify the necessity of the constraints through a case study using industry software in Sect. 5.

4. Formal Syntax and Semantics of UCL

4.1 Control Flow Automaton and Execution Path

In this paper, we represent a program as a control flow finite automaton whose nodes correspond to the program locations and whose edges are labeled with the basic blocks of the control flow graph.

**Definition 1 (Control Flow Automaton)** A Control Flow Automaton (CFA) is a 5-tuple $G = (Q, B, \delta, q_0, F)$, where

- $Q$ is a finite set of states (program locations),
- $B$ is a finite set of basic blocks,
- $\delta : Q \times B \times Q$ is a transition relation, and
- $q_i \rightarrow_b q_j$ abbreviates $(q_i, b, q_j) \in \delta$,
- $q_0 \in Q$ is the initial state,
- $F \subseteq Q$ is a set of final states.

For instance, Fig. 4(b) depicts a control flow automaton for the example code in Fig. 4(a). The automaton has a final state $q_{11}$. Therefore, this CFA accepts a finite sequence of basic blocks $w = B_1 B_2 (B_3 B_4 B_5) \cdots B_{11}$, where $k$ is less than or equal to the loop bound. We assume that the number of occurrences of a basic block in the sequence $w$ is finite.

**Definition 2 (Execution path)** An execution path (or run) $w = B_1 B_2 (B_3 B_4 B_5) \cdots B_{11}$ of a CFA is a sequence of basic blocks that visits the final state $q_{11}$.

---

**Table 1** Comparison of expressiveness with FFL and IDL.

<table>
<thead>
<tr>
<th>Category</th>
<th>Description</th>
<th>FFL</th>
<th>IDL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Causal Dependency</td>
<td>Dependency between basic blocks</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>positive, negative</td>
<td>$x_L + x_R \leq x_X$</td>
<td>X</td>
<td>O</td>
</tr>
<tr>
<td>OR-join, AND-join</td>
<td>$x_M \times x_T \leq x_Y$</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>OR-fork, AND-fork</td>
<td>$x_{L1 \cdot} + x_{R1 \cdot} \leq x_{X}$</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>Cardinality</td>
<td>Execution count of a basic block or loop bound</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>single block or loop</td>
<td>$x_{L1 \cdot} + x_{R1 \cdot} \leq x_{X}$</td>
<td>O</td>
<td>X</td>
</tr>
<tr>
<td>Iteration</td>
<td>Iteration number at which a basic block is executed in a loop</td>
<td>$\Delta$</td>
<td>O</td>
</tr>
<tr>
<td>Inter-scope constraints</td>
<td>Dependency between basic blocks in different scopes</td>
<td>$\Delta$</td>
<td>$\Delta$</td>
</tr>
</tbody>
</table>

O: supported, $\Delta$: partially supported, X: not supported

---

**Fig. 3** Usage of UCL notations.

**Fig. 4** (a) An example code. (b) CFA of (a). (c) Scoped CFA of (a).
of CFA \( G = (Q, B, \delta, q_0, F) \) is a finite sequence of basic blocks \( w = b_0b_1b_2 \cdots b_n, \forall i \in \mathbb{N}/0 \leq i \leq n : (q_i, b_i, q_{i+1}) \in \delta, \) that starts at \( q_0 \) and finishes at a final state \( q_{n+1} \in F \). Language of \( G \), designated \( L(G) \), is the set of all execution paths of \( G \).

4.2 Constraint Scope

The meaning of a constraint can vary according to its application range. For example, suppose the constraint that ‘\( B_1 \) is executed only once’ in Fig. 4. This constraint is ambiguous in that the constraint is violated if the function \( \text{foo}() \) is called several times in the whole program; whereas the constraint is satisfied when \( \text{foo}() \) alone is considered. Therefore, to express the user constraint precisely, UCL supports constraint scope. The type of constraint scope can be structurally defined as a program scope, function scope, or loop scope. Users can also define a scope. UCL generalizes the notion of a scope as a set of basic blocks connected in a CFG. For execution path \( w \), scope \( \beta \) identifies several maximal subpaths of \( w \), where basic blocks only in \( \beta \) appear. The following examples show possible scopes for the code in Fig. 4.

1. Function scope: scope \( \{B_1, B_2, B_3, \cdots , B_{10}\} \) denotes a function scope from the start to the end of \( \text{foo}() \).
2. Loop scope (global): scope \( \beta = \{B_2, B_3, B_4, B_5, B_6\} \) is a global loop scope from the start to the end of the loop.
3. Loop scope (each iteration): scope \( \{B_3, B_4, B_5, B_6\} \) is a loop scope from the start to the end of the loop body. In this case, because \( B_2 \) is not included in the scope, the execution escapes from the scope whenever it repeats.
4. User-defined scope: scope \( \{\beta \} \) denotes the first basic block executed when \( \text{foo}() \) is called.

Figure 4 (c) shows a scoped CFA of Fig. 4 (b), where entry and exit of the scopes are denoted by special symbols, \( \alpha_B, \beta_E, \) and \( \alpha_E \) which are described later (Sect. 4.4).

4.3 Syntax of UCL Formula

A UCL constraint can be in one of the two forms, ‘\( \alpha[\varphi] \)’ and ‘\( \alpha[\beta[\varphi_1] \leadsto \varphi_2] \)’, as shown in Fig. 5, where \( \alpha \) and \( \beta \) are the constraint and cause scopes, respectively, and \( \varphi, \varphi_1, \) and \( \varphi_2 \) are the UCL terms. The symbol ‘\( \leadsto \)’ represents a causal dependency relation between the cause \( \varphi_1 \) and the effect \( \varphi_2 \). The constraint scope \( \alpha \) determines the application range of a constraint specified; whereas \( \beta \) determines that of the cause within constraint scope \( \alpha \). A UCL term may be a basic block, a sequence of blocks, cardinality of a block, or the logical combination of them. For example, the followings are valid UCL formulas:

1. ‘\( \alpha[b[=2]] \)’ means that basic block \( b \) must be executed exactly twice whenever scope \( \alpha \) is entered.
2. ‘\( \alpha[b[@k]] \)’ specifies that basic block \( b \) must be executed at the third iteration of the enclosing loop whose header block is \( h \) whenever scope \( \alpha \) is entered. Note that \( b \) may or may not be executed at the other iterations.
3. ‘\( \alpha[b[a \land b[>3]] \)’ indicates that basic block \( c \) must be executed more than three times in scope \( \alpha \) if basic blocks \( a \) or \( b \) are executed within scope \( \beta \). Note that \( \beta \) is the subset of \( \alpha \).

For an execution path \( w = b_0b_1b_2 \cdots b_n \) and a scope \( \gamma \), we denote the scope subpaths \( w^\gamma \) as the set of maximal subpaths \( b_jb_{j+1}b_{j+2} \cdots b_k \) of \( w \) such that \( j \leq k \leq n : b_j \in \gamma \). Figure 6 depicts possible subpaths and the range of scopes that are applied to UCL terms \( \varphi, \varphi_1, \) and \( \varphi_2 \). For example, Fig. 6 (a) shows the scope subpaths \( w^\alpha = \{w^\alpha_1, w^\alpha_2\} \) for scope \( \alpha \), and Fig. 6 (b) shows the scope subpaths \( w^\alpha = \{w^\beta_1, w^\beta_2\} \) and \( w^\beta = \{w^\beta_1, w^\beta_2\} \) for scopes \( \alpha \) and \( \beta \).

4.4 Semantics of UCL Formula

We define the semantics of UCL terms and formulas in terms of accepting finite paths using a satisfaction relation \( \models \). We write \( w \models \varphi \) to denote that an execution path \( w \) satisfies the term \( \varphi \). For a given execution path \( w = b_0b_1b_2 \cdots b_n \), the satisfaction relation \( \models \) is defined as follows. In the definition, \( \text{pre}(w, i) \) and \( \text{post}(w, i) \) represent the prefix of \( w \) of length \( i \) and the postfix of \( w \) starting from \( b_i \). Let \( w' \) be a prefix of \( w \), \( \text{pre}(w, i) \). Then \( w - w' \) is defined to be \( \text{post}(w, i) \) (i.e., \( w = b_{i+1}b_{i+2} \cdots b_n \)). And \( |w_b| \) is defined to be the number of occurrences of \( b \) in \( w \).

**Definition 3 (Semantics of UCL)** Let \( a, b, c \in B \) be basic blocks, and \( \varphi, \varphi_1, \) and \( \varphi_2 \) be UCL terms. A finite sequence of basic blocks \( w = b_0b_1b_2 \cdots b_n \) satisfies UCL terms and formulas according to the following rules.

1. \( w \models b \text{ iff } \exists i \in \mathbb{N} \land i \leq n : b_i = b \)
2. \( w \models b[@k] \text{ iff } |w_b| \land @k, \text{ where } @ \in \{<, \leq, =, >, \geq\} \)
3. \( w \models b[@k] \text{ iff } |w_b| \land m, j \in \mathbb{N} \land i < m < j < n : |\text{pre}(w, i)|_b = \alpha \)

![Fig. 5 Syntax of UCL formula.](image1)

![Fig. 6 Application range of UCL scopes.](image2)
5) is constructed through the complementation and intersection of the automaton for term 4) is constructed by concatenating two automata for path which contains exactly n times of b (|w| = n). The automata for UCL terms b[> n] and b[< n] are generated similarly. The automaton for the UCL term 3) only accepts the path w that contains b after exactly n times of h. The automaton for the UCL term 4) is constructed by concatenating two automata for b and S as shown in [15]. The automaton for the UCL term 5) is constructed through the complementation and intersection of the automata for UCL terms \( \varphi_1 \) and \( \varphi_2 \) as described in [15], [16].

Figure 8 shows the PAs for the two types of UCL formulas, \( \alpha[\varphi] \) and \( \alpha[\beta[\varphi_1] \leadsto \varphi_2] \). These PAs are constructed based on the automata for UCL terms \( \varphi_1 \), \( \varphi_2 \), and \( \varphi_2 \). To handle scopes \( \alpha \) and \( \beta \), we introduce special transitions labeled with \( \alpha_B \), \( \alpha_E \), \( \beta_B \) and \( \beta_E \) to denote the entry and exit of the scopes. The state \( q_t \) denotes a non-accepting state that is entered when the property is not satisfied. The automaton for the UCL formula \( \alpha[\varphi] \) in Fig. 8(a) accepts a sequence of basic blocks \( w \) where all subpaths in \( w^a \) satisfy the UCL term \( \varphi \). It also accepts \( w \) where all basic blocks are not in scope \( \alpha \). The automaton shown in Fig. 8(b) accepts \( w \) where all subpaths in \( w^a \) satisfy \( \varphi_1 \) in scope \( \beta \) and \( \beta_2 \) in scope \( \alpha \). It also accepts \( w \) where all subpaths in \( w^a \) fail to satisfy \( \varphi_1 \) in scope \( \beta \), or \( w \) where all basic blocks are not in scope \( \alpha \). However, the automaton does not accept \( w \), which fails to satisfy the UCL formula.

**Definition 5 (Property-preserving CFA)** Let \( C = (Q_C, B_C, \delta_C, q^0_C, F_C) \) be a CFA and \( P = (Q_P, B_P, \delta_P, q^0_P, F_P) \) be a PA of a UCL constraint. The property-preserving CFA (PCFA) \( CP = (Q, B, \delta, q^0_F, F) \) is the Cartesian product of \( C \) and \( P \) such that

- \( Q = Q_C \times Q_P \)
- \( B = B_C = B_P \)
- \( \delta = (Q_C \times Q_P) \times B \times (Q_C \times Q_P) = \{(q_C \in Q_C, q_P \in Q_P), b \in B, (q'_C \in Q_C, q'_P \in Q_P)\} | q \rightarrow b, q'_C \land q_P \rightarrow b, q'_P \}
- \( q_0 = (q^0_C, q^0_P) \)
- \( F : F_C \times F_P \)

The PCFA \( CP_{P_0, P_1, \cdots, P_n} \) for a CFA \( C \) and multiple PAs \( P_0, P_1, \cdots, P_n \) is constructed from the Cartesian product of the \( C, P_0, P_1, \cdots, P_n \).

User-specified UCL constraints may not be consistent with each other or can conflict with the structural or functional flow information of the target program. For example, a user constraint of \( D \rightsquigarrow G \land H \) for the CFG shown in Fig. 3 is inconsistent with the structure of the program. The consistency of UCL constraints can be verified through a language emptiness check for the PCFA. If the intersection of the set of reachable states from the initial state and that of the final states of an automaton is an empty set, then the language of the automaton is considered empty. This is well known in the area of model checking [16], so we do not describe it here.

5. Experimental Evaluation

UCL can be accommodated into the existing framework of
the static WCET analysis as shown in Fig. 9. The shaded blocks indicate the required parts to integrate the UCL into the static WCET framework. The user specifies UCL constraints in the CFG generated by the static WCET analysis tool through an interactive GUI. Note that each basic block of the CFG is annotated with source codes for users to easily specify the constraints.

The visual UCL constraints are transformed into the UCL formulas. Users can also directly specify their constraints as UCL formulas in a separate text file and load it later. These UCL formulas need to be translated into the proper forms for use in the calculation phase of a static WCET analysis technique. We use the deterministic finite automata to represent both the CFG of the target program and the user-provided UCL constraints. Our tool converts a CFG into a CFA and transforms the UCL formulas into PAs with the user-provided scope information.

The PCFA is constructed through the cross-product of the CFA and PA. The inconsistency of user-provided constraints is fed back to the users by checking the emptiness of the PCFA. The longest execution time path of the PCFA becomes a candidate of the WCET path as all the user constraints are contained in the structure itself. It can be traversed to find the longest path in a path-based method, or can be used to generate the flow facts and solve the integer linear program (ILP) problem in the IPET method.

Figure 10 illustrates how a user-provided UCL specification is processed by our tool. Figure 10 (a) shows the CFG of the code in Fig. 4 (a) with a user-specified constraint ‘$B_4 \leadsto B_9$’ to eliminate the infeasible paths that contain both $B_4$ and $B_8$. Figure 10 (b) shows the CFA converted from the CFG of Fig. 10 (a). Note that the numbers that identify the basic blocks of the CFG become the labels of the CFA. The labels ‘30’ ($\alpha_B$), ‘31’ ($\beta_B$), ‘32’ ($\beta_E$), and ‘33’ ($\alpha_E$) that represent the entry and exit of the scopes are also properly placed in the CFA from the user-designated scopes $\alpha$ and $\beta$. The UCL formula ‘$\alpha[11 \leadsto 6]$’ is generated from ‘$B_4 \leadsto B_9$’, where $\alpha = \{4, 5, 6, \ldots, 13\}$ and $\beta = \{8, 9, 10, \ldots, 13\}$. It is then transformed into the property automaton shown in Fig. 10 (c) (Note that all self-loops are omitted). It accepts only the paths that satisfy the UCL formula. Figure 10 (d) is the PCFA generated through a cross-product of the CFA in Fig. 10 (b) and the PA in Fig. 10 (c). Automata intersection, determinization, and minimization utilities are used in the generation of the PCFA.

The WCET is calculated from this PCFA in the same way as it is calculated from a CFG in the usual static WCET methods. Figure 10 (e) depicts the WCET path produced by our tool from the PCFA. The calculated WCET is 884 cycles, which is tighter than the WCET (912 cycles) obtained.
directly from the Fig. 10 (a) using the IPET method, since the latter contains infeasible path containing both $B_2$ and $B_8$. Table 2 summarizes the experiment with the data acquisition and command modules of the KOMPSAT-2 flight software to evaluate the expressiveness of UCL and to check the validity of our approach. It shows the estimated WCETs with the measured ones. The measurement was performed by domain engineers through the time-consuming process of running possible paths and measuring the execution time in the electrical testbed of the satellite using the In-Circuit Emulator of an 80386DX target processor.

As shown in the ratio to measurement, the WCETs estimated without user constraints are overestimated because TimeBonder, a static WCET tool developed at KAIST, could not yet identify the infeasible or impractical paths. For example, the WCET estimation without user constraints in row 1 was overestimated since it did not consider the maximum data rate and types of input data. The WCET estimation with user constraints is tight due to the additional flow information on the possible loop bounds and impractical paths specified in FFL. Even tighter estimations of the WCET were obtained as shown in rows 2, 5, 6, and 7 by specifying the flow information in UCL, which could not be fully specified in FFL. Note that the UCL constraints in the table are not in complete UCL formulas, and the loop bound information presented in the FFL constraints is omitted in the UCL constraints.

The experiment demonstrates that UCL has enough expressiveness to specify complex constraints such as causal dependencies between if-statements in different loops or a logical combination of causal dependencies which are difficult or impossible to specify in FFL. UCL is also evaluated to be user-friendly since users can specify constraints using visual notations through a graphic user interface instead of specifying them by equations of execution counts. However, the user constraints related to the cardinality constraints, such as the execution count of basic blocks within a scope and simple loop bound, can be expressed and processed more efficiently in FFL since the nodes are repeated or the loop is unfolded at the PCFA in our approach. This problem can be alleviated by turning over the simple cardinality constraints to FFL. We can directly apply the simple cardinality constraints that can be specified in FFL at the calculation phase of the IPET method.

## 6. Conclusion

The WCET provided by static WCET analysis methods needs to be safe and tight, but it is usually overestimated due to loops and infeasible paths in program codes. The WCET overestimation can also occur in a real-time embedded system that has constraints on input data or hardware dependency that are not analyzable from the code. This implies that additional flow information is a prerequisite for tight WCET estimation by static analysis tools.

In this paper, we proposed a new flow representation language, UCL, to facilitate the specification of user constraints. User constraints specified in UCL formulas are converted into corresponding finite automata. They are combined with the automaton representing the control flow

### Table 2 The WCET estimation by TimeBonder2 using FFL and UCL.

<table>
<thead>
<tr>
<th>No.</th>
<th>Measured WCET (cycles)</th>
<th>Estimated WCET (FFL constraints) (cycles)</th>
<th>Estimated WCET (FFL constraints) (ratio)</th>
<th>Estimated WCET (UCL constraints) (cycles)</th>
<th>Estimated WCET (UCL constraints) (ratio)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>46,092</td>
<td>2,085,590</td>
<td>48,771</td>
<td>105.8%</td>
<td>48,771</td>
</tr>
<tr>
<td>2</td>
<td>147,336</td>
<td>2,503,500</td>
<td>211,966</td>
<td>143.9%</td>
<td>211,966</td>
</tr>
<tr>
<td>3</td>
<td>839</td>
<td>898</td>
<td>898</td>
<td>107.1%</td>
<td>898</td>
</tr>
<tr>
<td>4</td>
<td>77,148</td>
<td>717,250</td>
<td>78,370</td>
<td>105.8%</td>
<td>78,370</td>
</tr>
<tr>
<td>5</td>
<td>41,460</td>
<td>1,048,560</td>
<td>66,274</td>
<td>159.9%</td>
<td>66,274</td>
</tr>
<tr>
<td>6</td>
<td>5,401</td>
<td>7,797</td>
<td>7,605</td>
<td>140.8%</td>
<td>7,605</td>
</tr>
<tr>
<td>7</td>
<td>31,512</td>
<td>37,322</td>
<td>32,137</td>
<td>102.0%</td>
<td>32,137</td>
</tr>
</tbody>
</table>
graph of a target program through cross production. The combined automaton does not contain infeasible or impractical execution paths, which are the main causes of loose estimation of WCET.

Our approach is neutral to back-end calculation methods. The PCFA generated in our method can be applied to the calculation phase of IPET-based or path-based static WCET analysis techniques. A case study with satellite flight software using an IPET-based static WCET analysis tool demonstrated the feasibility and usefulness of UCL and our approach.

For future work, we plan to perform further case studies in various domains to evaluate the usefulness of UCL. We also are studying ways to reduce the large state space caused by the intersection of automata as the number of nodes in the PCFA increases according to the UCL constraints.
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