An empirical evaluation of six methods to detect faults in software
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SUMMARY

Although numerous empirical studies have been conducted to measure the fault detection capability of software analysis methods, few studies have been conducted using programs of similar size and characteristics. Therefore, it is difficult to derive meaningful conclusions on the relative detection ability and cost-effectiveness of various fault detection methods. In order to compare fault detection capability objectively, experiments must be conducted using the same set of programs to evaluate all methods and must involve participants who possess comparable levels of technical expertise. One such experiment was 'Conflict1', which compared voting, a testing method, self-checks, code reading by stepwise refinement and data-flow analysis methods on eight versions of a battle simulation program. Since an inspection method was not included in the comparison, the authors conducted a follow-up experiment 'Conflict2', in which five of the eight versions from Conflict1 were subjected to Fagan inspection. Conflict2 examined not only the number and types of faults detected by each method, but also the cost-effectiveness of each method, by comparing the average amount of effort expended in detecting faults. The primary findings of the Conflict2 experiment are the following. First, voting detected the largest number of faults, followed by the testing method, Fagan inspection, self-checks, code reading and data-flow analysis. Second, the voting, testing and inspection methods were largely complementary to each other in the types of faults detected. Third, inspection was far more cost-effective than the testing method studied. Copyright © 2002 John Wiley & Sons, Ltd.
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1. INTRODUCTION

As software unreliability has become a major bottleneck in improving system reliability [1], developers find it essential to detect and eliminate software faults at the earliest possible opportunity. Many fault detection methods have been proposed in the literature. The software industry uses methods such as testing [2], voting (also known as back-to-back testing) [3], inspections [4,5], walk-throughs [6], self-checking code (also known as assertions) [7,8], and data-flow analysis [9]. While one might suggest that some or all of the above techniques are to be used to develop the highest quality software possible, software development projects will always have to be carried out with limited resources. In order to maximize software development productivity, practitioners need to be guided by empirical and objective data on the relative cost-effectiveness of proposed methods. Unfortunately, most of the empirical studies to date have been conducted under different conditions and have examined programs of different sizes and application domains.

To avoid bias in the comparison of methods, the same set of programs should be used in the comparison and participants should possess comparable levels of technical skills. Only a small number of controlled experiments satisfying these criteria have been conducted, including the three LIP (Launch Interceptor Program experiments; in this paper, henceforth referred to as ‘LIP1’, ‘LIP2’, and ‘LIP3’) [10–12] and the Conflict [13,14] (in this paper, henceforth referred to as ‘Conflict1’) experiments. In the Conflict1 experiment, Shimeall used eight versions of a battle simulation program (in this paper, henceforth referred to as the ‘Conflict versions’) to compare fault detection abilities of voting, self-checking, requirements-based and design-based testing, code reading by stepwise refinement, and static data-flow analysis. This paper describes results obtained from a follow-up study to the Conflict1 experiment in which five of the eight Conflict versions were subjected to Fagan inspection.

2. RELATED WORK

This section describes four experiments that form a backdrop for the Conflict2 experiment. Three of these experiments, LIP1, LIP2, and LIP3, used a set of programs that mimicked the decision logic regarding the launch of an interceptor missile, and are referred to as the LIP experiments. The fourth experiment, Conflict1, used a set of programs that implemented a simplified combat simulation program.

2.1. The LIP experiments

The LIP were originally developed in the LIP1 experiment to examine empirically the truth of the independent failure assumption of N-version software. N-version programming and recovery blocks, based on the concept of redundancy, are the two most widely known techniques for software fault tolerance. These methods attempt to develop software that continues to operate correctly at runtime, despite failures encountered by some of the redundant versions. The LIP1 experiment [12] used 27 LIP versions, developed by seniors and graduate students majoring in computer science. The development started with a common specification written in English. The LIP versions were then executed with one million input cases, randomly generated using a realistic operational profile.
The results were then combined to simulate two- and three-version voting on all possible combinations. The reliability improvement figures were significantly lower than expected from the figure derived based on the independent failure assumption. Therefore, the experiment administrators concluded that, with a probability of coincidence at less than 1%, the hypothesis of independent version failure should be rejected.

Fault detection is the common and initial step, both in providing fault tolerance in software and in eliminating faults from software. In N-version programming, voting is used as the fault detection mechanism; acceptance tests are the corresponding mechanism for the recovery block. Since acceptance tests are similar in concept and structure to self-checks, Leveson et al. [10] conducted the LIP2 experiment to compare the fault detection ability of voting and self-checks. In this second study, eight of the 27 LIP versions were randomly selected from the versions that were known to contain faults. There were 24 graduate students majoring in computer science hired to insert self-checks in the LIP versions, based on separate readings of the specification and the code. The participants had an average of 2.3 years of graduate study and 1.7 years of industrial experience. Each LIP version was assigned to three participants. There were no restrictions on the number or type of self-checks each participant could add. The results indicated that voting and self-check methods were largely comparable in that each method detected the same total number of faults—11. Moreover, each method detected an equal number of faults—seven—that the other method failed to detect.

So et al. [11] conducted the LIP3 study to compare the effectiveness of an inspection method to that of voting and self-checks. The Fagan inspection method was selected as a representative sample of the various inspection methods. This experiment was carried out at the Korea Advanced Institute of Science and Technology (KAIST) as part of a graduate-level course on software engineering. The participants had an average of 1.8 years of graduate study as well as 2.5 years of industrial experience. The participants in the LIP1, LIP2, and LIP3 experiments all had a similar level of experience. There were several resource constraints inherent in the LIP3 experimental design. For example, the version authors were absent from all inspection teams due to the geographic and time separations between the original experiment and the LIP3 experiment. Furthermore, of the eight LIP versions used in the LIP2 experiment, only four were subjected to Fagan inspection in the LIP3 experiment, due to a limited number of students enrolled in the course. Data from the LIP3 study indicated that inspection is a more effective method than voting or self-checks; the inspection method detected 14 faults, whereas both voting and self-checks detected only 11 faults. The administrators of the LIP3 study also used its time-sheet data to compare the cost-effectiveness of self-checks and inspection. Voting was excluded in this comparison, since the voting process is largely mechanical, although there is clearly a cost associated with the process. Data from LIP3† revealed that the inspection method required an average of 3.14 staff hours to detect a fault, whereas the self-checking method took an average of 40.3 staff hours.

Although the LIP3 experiment [11] was the first controlled experiment in which voting, self-checks, and inspection methods were compared for the same set of versions, there were several limitations that motivated planning of another experiment. First, the versions used in the three LIP experiments consisted of only 500 to 900 lines of code, including comments, written in Pascal. A desire for realism

†Readers are encouraged to consult the LIP3 paper [11] for more explicit discussion of these results; the tabular data later in this paper derive from the Conflict1 and Conflict2 experiments and do not pertain to the LIP experiments.
would warrant extending the experiment using larger programs. Second, voting and self-checks are not the fault detection techniques most widely used in industry. Providing empirical results useful to practitioners would require a comparison of the effectiveness of testing techniques and inspection techniques. Third, in the LIP3 experiment, each inspection team performed a Fagan inspection on all four versions of LIP software chosen for the experiment. Therefore, it is likely that the inspection teams gained experience while the experiment was in progress and may have detected more faults when inspecting later versions. The experiment administrators wanted to extend the study in a way that would avoid potential bias in the later results due to learning effects.

2.2. The Conflict1 experiment

2.2.1. Development

In the Conflict1 experiment [13] five fault detection methods were applied to a set of eight versions of a combat simulation program, written in Pascal. The common specifications for this program were written in English, supplemented by a mathematical notation, describing a simplified land combat environment, with two forces located in three-dimensional terrain, moving, observing, contending, and recovering. Iteration among these actions was specified across forces and across simulated time. The output of the program was a final status of the forces and a cumulative record of their interactions. The specification required the use of a specific set of data structures for input and output, with a supplied shell program to load and store these data structures. The versions were all designed using structured programming methodologies. The developers were all senior computer science undergraduates who had been introduced to these design practices in several courses during their studies. To maximize potential design diversity, the experiment administrator deliberately offered several alternative design methods and allowed the development participants to select among them. The resulting designs followed a functional decomposition of the specification, and were quite iterative. All of the versions show a decomposition reflecting the location, movement, observation, attrition, and recovery functions described in the specification, although the arrangement of this decomposition and the degree of further decomposition varies from version to version. The amount of coupling between modules in the versions varies greatly, as does the degree of cohesion within version modules. The looping structure of each version varies from version to version. The resulting versions vary in length from 1500 to 7500 lines (including comments).

The Conflict versions are numbered in the order of their submission to the experiment administrator for acceptance into the Conflict1 experiment. There is no correlation between length and version number, nor, due to varying work schedules, between time spent in development and version number. Indeed, the numbering appears to be arbitrary with respect to measurable characteristics of the version. A 15-data set acceptance test, developed prior to design and implementation, was used to ensure a very minimal level of functionality in each version. Eight versions passed this acceptance test.

2.2.2. Self-checks

While designing and coding, the programmers instrumented their software with self-checks based on training in the construction and placement of self-checks using sections from a fault tolerance textbook [15]. Self-checks, which are executable conditional statements, act as tests on the internal
state of the software. The self-checks examine that state for anticipated erroneous conditions. In the case of the Conflict1 experiment, detection of an erroneous condition led to the generation of a message. No requirement was made of the programmers as to which forms of self-checks should be inserted, nor as to where they should be inserted. The programmers were told that at least one self-check was required, and not to include any recovery code for dealing with errors detected by the self-checks.

2.2.3. Voting

Once the versions had been developed and had successfully passed a 15-data set acceptance test, the versions were all executed and voted on 10000 randomly generated data sets. The profile for the random data generation was based on expert guidance as to realistic data ranges, derived from a TRW combat simulation program. In this experiment, there were eight Conflict versions that were voted, considered both two at a time and three at a time. To facilitate identification of faults detected by the voting, a ‘tinsel version’ (a not-completely-trusted source of comparison data) was created by the experiment administrator and the results of the tinsel version were compared with the student version results. Any disagreement with the tinsel version was evaluated, as were all assertion messages, and any detected faults were identified via debugging.

2.2.4. Static analysis

In parallel with this activity, the Conflict versions were evaluated using static data-reference anomaly analysis [9]. This analysis examines the source code of the software to identify uninitialized data, data initialized but not later used, and unused variables, on a path-by-path basis. This analysis is entirely automated. The automated tool used in the Conflict1 experiment was a specifically-constructed implementation of the Fosdick and Osterweil algorithms [9], applied to the Pascal used in the experiment. Each anomaly identified using these algorithms was evaluated and any faults validated via desk-checking.

2.2.5. Code reading

While the voting and static analysis were underway, a group of students distinct from the programmers and unaware of the structure of any of the versions was trained in code reading by stepwise abstraction [16]. None of the readers had practiced any systematic code reading prior to this experiment. The readers had levels of experience comparable to the programmers. The readers were each assigned one version and provided hard copy of only that version. They were required to annotate the version with abstractions of the purpose of each code section and to identify any faults detected. No time limits were placed on the readers, but they were required to keep a log of their hours. When the readers had finished, each of the faults they had detected was evaluated by desk-checking or debugging.

2.2.6. Testing

Finally, a third group of students (testers), disjoint from the programmers and readers but with equivalent levels of experience, was trained in software testing using both requirements-based [6] and design-based testing [17] methods. The students built test cases to evaluate each requirement at least
Table I. Number of faults\textsuperscript{a} detected (parentheses indicate the number of faults detected by no other method).

<table>
<thead>
<tr>
<th>Method</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Voting</td>
<td>14(11)</td>
<td>11(9)</td>
<td>19(12)</td>
<td>11(6)</td>
<td>21(14)</td>
<td>15(8)</td>
<td>15(6)</td>
<td>17(12)</td>
<td>123(78)</td>
</tr>
<tr>
<td>Testing</td>
<td>9(1)</td>
<td>15(10)</td>
<td>19(16)</td>
<td>18(11)</td>
<td>22(12)</td>
<td>10(0)</td>
<td>17(11)</td>
<td>11(10)</td>
<td>121(71)</td>
</tr>
<tr>
<td>Self-checking</td>
<td>11(4)</td>
<td>4(3)</td>
<td>5(1)</td>
<td>12(8)</td>
<td>11(2)</td>
<td>6(2)</td>
<td>6(2)</td>
<td>5(4)</td>
<td>60(26)</td>
</tr>
<tr>
<td>Code reading</td>
<td>2(0)</td>
<td>5(2)</td>
<td>6(4)</td>
<td>3(2)</td>
<td>1(0)</td>
<td>1(1)</td>
<td>1(0)</td>
<td>19(15)</td>
<td>38(24)</td>
</tr>
<tr>
<td>Data-flow analysis</td>
<td>0</td>
<td>0</td>
<td>2(1)</td>
<td>0</td>
<td>0</td>
<td>1(1)</td>
<td>2(0)</td>
<td>0</td>
<td>5(2)</td>
</tr>
<tr>
<td>Version total</td>
<td>36</td>
<td>35</td>
<td>51</td>
<td>44</td>
<td>55</td>
<td>33</td>
<td>41</td>
<td>52</td>
<td>347</td>
</tr>
</tbody>
</table>

\textsuperscript{a}In the course of doing the follow-up experiment, several errors were identified in the results of the Conflict1 experiment as reported [13]. These errors have been corrected in the table shown here.

once (100% requirements coverage), based on a detailed re-evaluation of the requirements that isolated each separately-observable characteristic described in the specification, and then partitioned them into testable and non-testable requirements. Each testable requirement was included in the coverage goal. The testers were then asked to bring the level of design coverage up to the all-p-uses level, at 100% coverage, as measured by a software tool constructed by Frankl and Weyuker [17]. (For convenience, this process involving both requirements-based and design-based components is henceforth referred to as ‘the testing method’. Separate results for each component are not available.) A total of 97 test cases were executed on all Conflict versions, and the results evaluated by comparison with the ‘tinsel version’. Any disagreements between a Conflict version and the tinsel version were evaluated and the detected faults identified via debugging.

2.2.7. Findings of Conflict1

A primary finding of the Conflict1 experiment, shown in Table I, was that the voting method and the testing method were shown to be the two most effective methods. Only faults relating to the correctness of results were considered in the Conflict1 experiment: maintainability was ignored by all participants and efficiency was considered only if a specific code section caused the execution of a data set to exceed the normal 15-minute (or less) run-time by more than one week\textsuperscript{5}. Voting and the testing method detected 123 and 121 total faults scattered in eight Conflict versions, respectively. However, all methods in the Conflict1 experiment were largely complementary in that more than half of the faults detected by each method were not detected by any of the other methods. The numbers in parentheses, referring to faults detected only by the specified method, show this complementary result in Table I. For example, voting detected 11 faults in Version 2, and nine of those faults were not detected

\textsuperscript{5}This arbitrary choice resulted in only two sections of code being considered faults in the Conflict1 experiment; both cases involved a division being implemented via iterated subtraction.
by any other method. Self-checking and code reading detected 60 and 38 total faults, respectively—considerably less effective than voting or the testing method. The static data-flow analysis method proved to be the least effective, detecting only five total faults. The ‘Version total’ row is simply the sum of the faults detected by each method, not the total number of known faults in the version at the end of the Conflict1 experiment (i.e. the data in this row do not eliminate duplicate detections). See Table II, presented later, in Section 3.3 of this paper, for the total number of known faults (the size of the union of fault detections) in the versions used in the Conflict2 experiment.

3. THE Conflict2 EXPERIMENT

This section describes the follow-up experiment, referred to here as ‘Conflict2’, in which five of the eight versions from Conflict1 were subject to Fagan inspections.

3.1. Fagan inspections

The Fagan inspection process involves systematic group review of code or related artifacts such as requirements and design documents. An inspection team is most productive when its team members work in harmony and fulfil their assigned roles. Inspection has been proven successful on several large-scale industrial applications and is in widespread use in industry [18].

A typical Fagan inspection team consists of a moderator, reader, inspector and author. The moderator plays an especially important leadership role and must ensure that the team stays focused on detecting faults without being sidetracked (e.g., suggesting necessary corrections or desirable enhancements). The reader’s role is to paraphrase the product being reviewed at a reasonable pace. Otherwise, an inspection team might be tempted to inspect software too quickly and superficially. The author’s presence in the inspection meetings is generally considered beneficial because (1) the author can assist the inspection team to understand the product better, and (2) the author is more prepared to understand the exact nature of the faults the inspection team finds. An inspector’s role is to examine the software from a tester’s viewpoint.

The Fagan inspection process consists of the following steps, each with specific objectives: planning, overview, preparation, inspection, rework, and follow-up.

- **Planning:** When materials to be inspected pass their entry criteria (i.e. source code successfully compiles without syntax errors), inspection team members are selected, and inspection schedules (e.g., time and place) are established.
- **Overview:** Team members are briefed on the material to be inspected, and roles are assigned.
- **Preparation:** Team members review the material individually to prepare themselves to fulfil the assigned roles.
- **Inspection:** The team conducts an inspection meeting to find faults, and records the faults detected. The purpose of the inspection meeting is detection of faults or style violations, and any attempts to find alternative solutions should be strongly discouraged by the moderator.
- **Rework:** The author reviews the record of faults detected, clarifying which are actually faults and which are misunderstandings in the inspection process. The author then modifies the code to correct the faults.
Follow-up: The moderator or the entire inspection team reviews the product again to ensure that all fixes are effective and that no additional defects have been introduced during rework.

Several variations have been proposed to the Fagan inspection method [19–21]. However, the authors chose to apply the inspection method as described by Fagan [5], since it is the most widely used inspection method in industry. The experiment administrators and participants fully adhered to the principles and recommendations of the Fagan inspection process as closely as possible.

3.2. Experimental design of Conflict2

The Conflict inspection experiment, ‘Conflict2’, was carried out as a term project in a graduate-level software engineering course at KAIST. The 15 participants in this experiment had no previous experience in performing Fagan inspections or any knowledge of the Conflict versions or their faults. All but two participants were graduate students majoring in computer science who had participated in small- to medium-sized software development projects as a part of their undergraduate curriculum (i.e. projects with a maximum of several thousand lines of code). Due to the limited number of participants, only three to five inspection teams—depending on the team size—could be established. When faced with the inevitable choice of either inspecting a small number of versions or reducing the inspection team size, the experiment administrators chose to form five teams of reduced size (hereafter referred to as teams A, B, C, D, and E). Teams A, C, and D consisted of three members, whereas teams B and E had two and four members each, respectively. Team B consisted of two graduate students majoring in electrical engineering, both with four years of graduate education. The average years of graduate education for other teams varied from 1.3 years to 2.3 years.

The level of technical expertise possessed by the participants in the Conflict2 experiment and the Conflict1 experiment were comparable in that they were ‘trained novices’ as opposed to seasoned professionals. Shimeall [13] defined a trained novice as ‘someone who had received an undergraduate education in computer science, had received classroom introduction to the techniques involved, and had no previous practical experience in using them’. Under a strict application of his definition, the members of all the inspection teams except team B were trained novices.

The experiment design allowed each team to select randomly and exclusively one of the eight Conflict versions by blind selection of a version number. Data on the size of implementations and the number of faults detected in the Conflict1 experiment were withheld from the teams when the selections were made. Consequently, versions 2, 3, 5, 6, and 8 were selected, and the team names, A through E, were assigned based on the version number. The team that selected the lowest-numbered version was named team A, and the team with the next lowest numbered version was named team B, and so on.

During an overview phase, the participants were briefed for two hours on the purpose of the experiment, the Fagan inspection method, the requirements specification from the Conflict1 experiment, and the guidelines to follow during inspection meetings. The participants were given a checklist of possible errors to be considered, taken from a classic software testing book [22]. Each inspection team tried to adhere fully to the principles and recommendations of the Fagan inspection techniques. For example, no inspection meetings lasted for more than two hours, and at most two inspection sessions were scheduled each day. Furthermore, the experiment administrators recommended to each team not to conduct a formal inspection meeting unless the moderator felt...
that the team members were adequately prepared. However, no other restrictions were placed on the inspection teams.

3.3. Findings of Conflict2

Table II illustrates how much time each team spent on the Fagan inspection, the inspection rate, the number of major and minor faults detected, and how many mistakes (such as incorrect fault identification or classification) were made during inspections. Table I does not include minor faults, as these were not identified during the Conflict1 experiment. The average inspection rate is 210 lines of source code per hour. This rate is similar to the data, varying from 150 to 250 lines of code inspected per hour, reported on industrial inspections [23–25]. Major faults refer to the ones that would cause production of incorrect output, while minor faults refer to those that would have no impact on the correctness of the output, but could influence other aspects of software quality such as maintainability, performance, etc.

There were 179 known major faults in the five versions detected in the Conflict1 experiment, as reported in [14], and the inspection method detected 62 major faults. The number of known major faults shown in column 5 of Table II refers only to the number of faults detected in the Conflict1 experiment. In the Conflict1 experiment, only major faults were reported. The number of faults shown in Tables I and II need not be identical for data to be consistent. In Table I, the total fault detection is the sum of the number of faults detected by each method in that version, without allowing for duplicate detection. In Table II, the number of known faults is adjusted for duplicate fault detection. For example, in version 2, there were a total of 35 faults detected in the Conflict1 experiment, and six faults were detected by more than one of the five methods compared. Therefore, Table II reports that there were 29 known major faults in version 2. However, it is possible, even likely, that these versions still contain residual faults. In fact, as reported in Section 4, 56 of the 62 faults detected by inspection teams were previously unknown. As expected, the inspection teams made several mistakes. For example, several blocks of correct code were reported as being incorrect. Additionally, there were many instances where the classification of fault severity (major versus minor) was incorrect. The totals for major and minor faults in Table II (as given in columns 6 and 7) do not include the faults that were classified incorrectly (as given in columns 9 and 10).

The performance of inspection teams A and B is low in terms of both the number of faults detected and the ratio of detected major faults to the number of major faults known to exist in each Conflict version. Minor faults were not taken into consideration in evaluating the team’s inspection performance, since minor faults do not result in the generation of incorrect output. Several factors seem to have been at work. The first factor is the difference between each individual team’s ability. Inspection, though systematic in process, is essentially an intensive group review, and one must expect to see variation in performance. In all controlled experiments in empirical software engineering (including the LIP experiments), there were significant variations among the teams in their ability to detect faults. Teams C and D, while detecting a larger number of faults in the version than teams A and B, made more mistakes during the inspection process. Another factor seems to be the team members’ technical backgrounds. The members of team B, who studied electrical engineering in their undergraduate and graduate education, were likely to lack sufficient software development experience with size and complexity exceeding toy-size examples, unlike students majoring in computer science. Since they are less likely to have personally struggled with software faults, their inspection sessions
Table II. Summary of Fagan inspections.

<table>
<thead>
<tr>
<th>Team/ version</th>
<th>Size (LoC)</th>
<th>Inspection Hours (LoC/h)</th>
<th>Known major faults</th>
<th>Major faults</th>
<th>Minor faults</th>
<th>Inspection mistakes</th>
</tr>
</thead>
<tbody>
<tr>
<td>A/2</td>
<td>1540</td>
<td>5.8</td>
<td>266</td>
<td>29</td>
<td>7</td>
<td>40</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Wrong faults (incorrect diagnosis) 1</td>
</tr>
<tr>
<td>B/3</td>
<td>1201</td>
<td>4.3</td>
<td>279</td>
<td>42</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Major faults classified as minor 1 3 3</td>
</tr>
<tr>
<td>C/5</td>
<td>1544</td>
<td>10.2</td>
<td>151</td>
<td>40</td>
<td>21</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Minor faults classified as major 8 6 1</td>
</tr>
<tr>
<td>D/6</td>
<td>2206</td>
<td>13.3</td>
<td>166</td>
<td>22</td>
<td>14</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E/8</td>
<td>1978</td>
<td>10.4</td>
<td>190</td>
<td>46</td>
<td>16</td>
<td>49</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>44</td>
<td></td>
<td>179</td>
<td>62</td>
<td>125</td>
<td>19 15 19</td>
</tr>
<tr>
<td>Total</td>
<td>1694</td>
<td>8.8</td>
<td>210</td>
<td>35.8</td>
<td>12.4</td>
<td>25</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td></td>
<td></td>
<td>3.8</td>
<td>3</td>
<td>3.8</td>
</tr>
</tbody>
</table>

might not have been as intensive as those of the other teams. Another factor is the inspection speed. Although the inspection rate of teams A and B is not significantly above the reported industrial average, it is higher than that of teams C, D, and E, who detected more faults. A correlation test found that the rate of inspection was related to the number of faults detected. (Correlation coefficient is $-0.95$, $P \leq 0.05$.) That is, more time spent on the inspection generally resulted in detecting more faults. Therefore, a rapid inspection, exceeding recommended guidelines, contributed to detecting a smaller number of major faults in the versions.

In addition to the numbers of faults detected, the experiment examined the types of faults detected by the inspection teams. Shimeall [14] classified the faults found in the Conflict versions into 13 groups. Group 1 involves overly restrictive input checks (e.g., requiring all weather to move northwest only). Group 2 faults are loop conditions that are incorrectly formulated (e.g., infinite loops). Group 3 faults perform incorrect calculation due to incorrectly formulated expressions (e.g., multiplying instead of adding). Group 4 deals with uninitialized variables. Group 5 refers to the faults involving incorrect variable usage, such as substituting one array subscript with another. Faults of Group 6 lead to illegal behaviour such as division by zero failures. Group 7 deals with incorrectly formulated branch conditions. Group 8 refers to the faults involving missing branches, including both conditionals and their embedded statements. Group 9, similar to Group 8, involves missing threads (e.g., where a series of statements are missing across a section of source code, such as failure to calculate a series of results needed to update a variable). Group 10 faults involve large missing functionality where code fails to handle a particular set of requirements. (A Group 10 fault would be omitting all the required code to simulate weapon fire. A small missing functionality would be classified as either Group 8, if localized, or Group 9, if distributed through the source code.) Group 11 faults involve incorrectly ordered actions such as failure to update a value before its new value is needed. Group 12 faults refer to the cases where the formal and actual parameters are not consistently ordered. Finally, Group 13 faults involve bad data...
Table III. The classification of major faults detected by inspection.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0 of 2</td>
<td>0 of 6</td>
<td>0 of 1</td>
<td>0 of 4</td>
<td>0 of 9</td>
<td>0 of 9</td>
</tr>
<tr>
<td>2</td>
<td>0 of 1</td>
<td>0 of 1</td>
<td>0 of 1</td>
<td>0 of 4</td>
<td>0 of 6</td>
<td>0 of 6</td>
</tr>
<tr>
<td>3</td>
<td>0 of 7</td>
<td>0 of 8</td>
<td>0 of 1</td>
<td>0 of 7</td>
<td>0 of 9</td>
<td>0 of 9</td>
</tr>
<tr>
<td>4</td>
<td>0 of 3</td>
<td>0 of 4</td>
<td>0 of 1</td>
<td>0 of 1</td>
<td>0 of 1</td>
<td>0 of 1</td>
</tr>
<tr>
<td>5</td>
<td>0 of 3</td>
<td>0 of 4</td>
<td>0 of 1</td>
<td>1 of 1</td>
<td>0 of 1</td>
<td>1 of 1</td>
</tr>
<tr>
<td>6</td>
<td>3 of 15</td>
<td>1 of 16</td>
<td>11 of 15</td>
<td>3 of 3</td>
<td>3 of 25</td>
<td>20 of 74</td>
</tr>
<tr>
<td>7</td>
<td>1 of 2</td>
<td>0 of 4</td>
<td>2 of 2</td>
<td>0 of 1</td>
<td>8 of 4</td>
<td>10 of 13</td>
</tr>
<tr>
<td>8</td>
<td>0 of 2</td>
<td>1 of 2</td>
<td>2 of 2</td>
<td>0 of 1</td>
<td>8 of 4</td>
<td>10 of 13</td>
</tr>
<tr>
<td>9</td>
<td>2 of 1</td>
<td>0 of 2</td>
<td>1 of 0</td>
<td>3 of 3</td>
<td>0 of 2</td>
<td>0 of 2</td>
</tr>
<tr>
<td>10</td>
<td>0 of 2</td>
<td>0 of 1</td>
<td>5 of 0</td>
<td>5 of 1</td>
<td>0 of 1</td>
<td>0 of 1</td>
</tr>
<tr>
<td>11</td>
<td>0 of 2</td>
<td>0 of 2</td>
<td>0 of 2</td>
<td>0 of 5</td>
<td>0 of 4</td>
<td>1 of 15</td>
</tr>
<tr>
<td>12</td>
<td>1 of 2</td>
<td>0 of 2</td>
<td>21 of 40</td>
<td>14 of 22</td>
<td>16 of 46</td>
<td>62 of 179</td>
</tr>
<tr>
<td>13</td>
<td>7 of 29</td>
<td>4 of 42</td>
<td>21 of 40</td>
<td>14 of 22</td>
<td>16 of 46</td>
<td>62 of 179</td>
</tr>
</tbody>
</table>

Table III classifies 62 faults according to their type as detected in the Conflict2 experiment. Data shown in the last row, ‘Version total’, are identical to the ones shown in Table II. It illustrates that, for example, team A was not able to detect any of the Group 3 faults although Conflict version 2 was known to contain seven such faults from the Conflict1 experiment. Likewise, for Group 6 faults, team A was able to detect only three faults although 15 faults had been detected during the Conflict1 experiment. However, it should be emphasized that the data in Table III report only the type and number of known and detected faults. That is, the three faults belonging to Group 6 and detected by team A are not necessarily a subset of the 15 faults previously known to exist in that version. This is particularly striking in Groups 7 and 11, where the number of faults detected in the Conflict2 experiment exceed those known to exist from the Conflict1 experiment. The data in Table III also show that inspection results tended to omit some groups, failed to detect all faults of a group, and tended to be clustered around certain groups. Moreover, the inspections failed entirely to detect certain types of faults known to exist in each Conflict version. For example, there were nine Group 1 faults, and teams B, C, and D failed to detect any of them. Similarly, there were 15 Group 13 faults, and four of the five inspection teams failed to detect any of them.

Inspection teams were able to detect only some of the same types of major faults known to exist in the version. There were 108 Group 3 and Group 6 faults, and inspection teams were able to detect only 24 of them. Partial detection of faults of the same type may have been caused by the fact that inspection was carried out over several sessions and on different days. Therefore, inspection teams may have forgotten about some types of faults detected in earlier sessions. These data suggest that a
better inspection support environment is needed not only to broaden the types of faults detected, but also to increase the likelihood that faults similar to those previously detected faults will be reported.

The types of faults detected by inspection teams tend to be narrowly grouped. This pattern was observed for all the teams. For example, team C, which found the most faults, detected faults from only four groups, although the version contained faults belonging to 11 groups. Furthermore, more than half of the faults detected by the inspection teams belong to Groups 6, 7, and 8. As for individual teams, the majority of faults are covered by counting the faults belonging to the two most frequently detected groups. For example, for team A, five out of seven faults belong to Groups 6 and 9. Similarly, for team C, 18 out of 21 faults belong to the Groups 6 and 7. Likewise, eight out of 14 (for team D) and 11 out of 16 (for team E) faults belong to two groups.

4. COMPARISON OF SIX FAULT DETECTION METHODS

This section compares the results of the Conflict2 experiment to those of the Conflict1 experiment. The number of faults detected by each of the six methods is determined by combining results from Conflict1 and Conflict2. The type of faults is discussed using the fault grouping classification described in Table III. An examination of the average amount of effort required to detect a fault introduces weight factors to facilitate objective comparison of manual and automated methods. The section closes by providing a qualitative comparison of the degree of detail in fault detection provided by each method.

4.1. Number of faults detected

Table IV illustrates the number of major faults detected by each method. While the majority of data in Table IV are derived from data published from Conflict1 and cited in Table I, some explanations are in order. As shown in the lower right corner of the table, 56 of the 62 major faults detected by inspection teams had not been detected previously. This confirms the discussion of fault detection related to Table III. Of the remaining six faults, four were detected only by the testing method,
voting, code reading, and data-flow analysis. The other two faults were detected by more than one method (i.e. voting/code reading and voting/data-flow analysis). For example, a fault in version 2 that had previously been detected only by the code reading technique was also detected by inspection. Therefore, data shown in the corresponding cell in Table I, 5(2), have been changed to an updated value, 5(1). Since six of the seven faults that had been detected by inspection teams in version 2 had not been previously detected, the value 7(6) is assigned in Table IV.

Comparison of the number of major faults alone indicates that the Fagan inspection detected fewer faults than did the voting or the testing method. While such raw data might create an impression that Fagan inspection is inferior to voting or the testing method, further analysis reveals that these methods are complementary to each other. There were 288 major faults detected by some combination of the six methods, and 191 faults (or 66.3%) were detected by only one method. In a limited comparison of just the three methods (voting, the testing method, and Fagan inspection) that detected a significantly larger number of faults than the three other methods (code reading, data-flow analysis, and self checking), 157 out of 222 (or 70.7%) faults were detected by only one method.

4.2. Type of faults detected

Comparison of the types of faults detected by each method, shown in Table V, confirms that voting, the testing method, and Fagan inspection methods are largely complementary to each other. While it is true that each method was able to detect various types of faults, voting was shown to be the most effective in detecting faults involving calculation faults, such as the use of the wrong expression in calculation. For example, where the testing method and inspection detected a small number of Group 3 faults,
voting detected 33 such faults. This observation seems reasonable; faults in formulating arithmetic expressions are most likely to result in an incorrect calculation being carried out. Ultimately, this results in the generation of outputs with differing values, and the voting mechanism can easily detect mismatches. On the other hand, the testing method was more effective in detecting Group 6 faults, which cause illegal behaviour such as division by zero. As for inspection, it seems better at detecting faults involving incorrect or missing branch conditions, belonging to Groups 7 and 8, than does voting or the testing method.

The data shown in Table V also indicate that the Fagan inspection method is superior to code reading by stepwise refinement. Inspection teams were able to detect larger numbers (i.e. 62 versus 32 faults) and more diverse types of faults than code reading did. Although the two methods share similarities, increased levels of rigour and group collaboration seem to be the contributing factors to better detection by Fagan inspections.

### 4.3. Effort of fault detection

In order to perform a quantitative comparison of the cost-effectiveness of various methods, weight factors were introduced. There is no widely accepted measure comparing personnel costs and hardware costs. In Table VI, illustrative weights of 10 and 50 computer hours are counted as being equivalent to one human hour. This comparison assumes that it costs about $100,000 a year, including overheads, for a company to hire a technical staff member. Under an assumption that a workstation costing approximately $30,000 is to be amortized over three years, the yearly cost of a workstation is about $10,000 a year resulting in a weight factor of 10. Replacing a workstation with a $2000 PC becoming
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---

---

---
'obsolete' in a year, the weight factor becomes 50. With impressive and continual reduction in PC prices, it seems feasible that a larger number should be used as a proper weight factor in the future. It should be noted that the cost figure, used as an example to illustrate the general trend, is not limited only to the hardware cost. The figure should be interpreted to include the cost of system software such as the operating system as well as custom software needed to carry out N-version voting. While it is true that developing customized software is an expensive endeavour, software needed to carry out mechanical voting is relatively simple (e.g., similar to the `diff` utility in Unix). However, it is neither the purpose nor within the scope of this study to determine the precise weight factor. This calculation would depend on several factors whose values might vary from one organization to another, and a proper value can be substituted as needed.

The cost-effectiveness of various fault detection methods is shown in Table VI. The comparison is focused on the testing method, voting, and Fagan inspection because these methods detected substantially more faults than the other techniques. Since the Conflict1 experiment collected no data on the number of hours spent in developing self-checks, this analysis excludes that method from this comparison.

The data indicate that inspection and voting methods are more cost-effective in execution than the testing method. However, the cost of developing one or more redundant versions, unaccounted for in this data, must be taken into consideration if the voting method is to be used for the sole purpose of detecting faults. In other words, unless fault-tolerance capability is explicitly called for, voting is unlikely to be as inexpensive as the raw data indicate. On the other hand, all pertinent inspection or testing costs are accounted for in this data.

4.4. Detail in fault detection

To correct a fault, one must not only know the fault exists, but also some detail as to the location and type of the fault. Therefore, in comparing detection methods, one must compare the degree of detail in the information each method produces. That is, the inspection method, code reading, and static analysis identify not only the precise location of the faults but also their types. The testing method and self-checks do this as well, but to a much lesser degree of precision and with a sometimes-complex analysis required to match input cases with code locations. Voting, on the other hand, simply indicates that the comparison of outputs did not match, and provides no further detail. If two-version voting is used, it does not reveal which of the versions is incorrect or where the fault is in the version. If the three-version voting scheme is used, one might be able to determine which of the three versions produced the minority result. However, the minority result is not necessarily the incorrect result.

5. CONCLUSIONS

This paper reports the results of the Conflict2 experiment in which five of the eight versions (produced in the Conflict1 experiment) were each subjected to a Fagan inspection. The Conflict2 experiment extended the empirical comparison from five (in the Conflict1 experiment) to six methods: voting, the testing method used in the Conflict1 experiment, Fagan inspection, code reading by stepwise refinement, self-checks, and data-flow analysis. This comparison examined relative fault detection capability as well as relative cost-effectiveness. The primary findings of the study can be summarized as follows. First, voting, the testing method, and Fagan inspection detected more faults than the
other methods. Second, voting, the testing method, and the Fagan inspection method are largely complementary to each other in that a significant portion of the faults detected by each method were not detected by the other two methods. Third, the Fagan inspection method is more cost-effective than the testing method. Issues involving the comparison of manual and automated effort prevented the determination of definite and quantitative conclusions of the relative cost-effectiveness of the voting and inspection methods in this experiment. However, it does not seem practical to develop multiple versions for the sole purpose of detecting faults in the program, rather than using multiple versions to satisfy a requirement for providing software fault-tolerance capability. Therefore, this study concludes that the testing method and Fagan inspection methods comprise the most effective combination of the fault detection methods studied.

Detailed analysis of the type of faults detected by the Fagan inspection method yielded insight into how the effectiveness of the Fagan inspection method could be further improved. Inspection teams were able to detect faults belonging to only a small number of groups. It seems that the checklist, a generic enumeration of common programming faults [22] used in the Conflict2 experiment, may have been inadequate. The data also indicate that inspection teams were not able to detect all the occurrences of a particular fault type. It seems that inspection teams did not have convenient access to information on the types of faults they had already detected (perhaps at inspection meetings held in the previous days), and thus may have forgotten about them. An integrated inspection environment seems necessary to overcome such shortcomings. For example, the checklist could be dynamically augmented with samples of erroneous code. A dynamic testing tool could be provided to determine more accurately whether a block of code is erroneous or not. The authors plan to develop such a software tool and conduct another controlled experiment, using the Conflict versions, to measure effectiveness of tool-supported inspection methods empirically.

Finally, the importance of sharing raw data used in this study with other researchers working on empirical software engineering cannot be overemphasized. The analysis reported in this paper can be independently verified, if desired, by other researchers. More importantly, other researchers might be able to perform different types of statistical analysis on the data to obtain different or deeper insights. Progress in empirical software engineering critically depends on researchers sharing not only ideas and interpreted results but also the raw data from experiments. With the Internet becoming an integral part of society and the availability of software tools to edit and publish data on the Internet, the authors strongly believe in their responsibility to share these data with other researchers, and have published them at http://salmosa.kaist.ac.kr/research/empirical-studies/.
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